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Observations suggest a strong correlation between curvilinear shaped traveling dust storms (observed in
wide angle camera images) and eastward traveling zonal wave number m = 3 waves (observed in thermal
data) in the northern mid and high latitudes during the fall and winter. Using the MarsWRF General Cir-
culation Model, we have investigated the seasonality, structure and dynamics of the simulated m = 3
traveling waves and tested the hypothesis that traveling dust storms may enhance m = 3 traveling waves
under certain conditions.

Our standard simulation using a prescribed ‘‘MGS dust scenario’’ can capture the observed major wave
modes and strong near surface temperature variations before and after the northern winter solstice. The
same seasonal pattern is also shown by the simulated near surface meridional wind, but not by the nor-
malized surface pressure. The simulated eastward traveling 1.4 < T < 10 sol m = 3 waves are confined near
the surface in terms of the temperature perturbation, EP flux and eddy available potential energy, and
they extend higher in terms of the eddy winds and eddy kinetic energy. The signature of the simulated
m = 3 traveling waves is stronger in the near surface meridional wind than in the near surface tempera-
ture field.

Compared with the standard simulation, our test simulations show that the prescribed m = 3 traveling
dust blobs can enhance the simulated m = 3 traveling waves during the pre- and post-solstice periods
when traveling dust storms are frequently observed in images, and that they have negligible effect during
the northern winter solstice period when traveling dust storms are absent. The enhancement is even
greater in our simulation when dust is concentrated closer to the surface. Our simulations also suggest
that dust within the 45–75�N band is most effective at enhancing the simulated m = 3 traveling waves.

There are multiple factors influencing the strength of the simulated m = 3 traveling waves. Among
those, our study suggests that weaker near surface static stability, larger near surface baroclinic param-
eter, and wave-form dust forcing for latitudinally extended dust storms are favorable. Further study is
needed to fully understand the importance of these factors and others.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

Traveling waves are prominent in the martian atmosphere.
Using the Mars Global Surveyor (MGS) Thermal Emission Spec-
trometer (TES) temperature data, Banfield et al. (2004) found
strong zonal wave number m = 1, 2 and 3 traveling waves in the
vicinity of the polar jet, with maximum amplitudes attained above
25 km for the m = 1 waves and near the surface for the m = 3
waves. They also found that the typical wave periods wer-
e T = 2.5–30 sols for the m = 1 waves, T = 2–10 sols for the m = 2
waves and T = 2–3 sols for the m = 3 waves. These results were
ll rights reserved.

).
consistent with the results derived from the Viking data (Barnes,
1980). Previous studies using various Mars General Circulation
Models (GCMs) reproduced many general characteristics of the
traveling waves (Barnes et al., 1993; Basu et al., 2006; Collins
et al., 2006; Wilson et al., 2006). In this paper, we use the MarsWRF
GCM and focus on the structure and behavior of the eastward trav-
eling zonal wavenumber m = 3 waves, as the observations suggest
a strong correlation between these waves derived from the tem-
perature data and the curvilinear shaped dust storms shown in
images in the northern hemisphere during the fall and winter
(Wang et al., 2005; Wang, 2007; Hinson and Wang, 2010; Hinson
et al., 2012). In addition, we test whether it is possible for traveling
dust storms to enhance m = 3 traveling waves in our simulations.

Curvilinear dust storms are analogous in morphology to terres-
trial baroclinic storms and are commonly observed in the mid/high
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latitudes on Mars. Fig. 1 shows a sequence of curvilinear dust
storms (labeled by their arbitrarily assigned event numbers) ob-
served by the MGS Mars Observer Camera (MOC) on six consecu-
tive sols in mid northern fall of Mars year 27 (2004–2005). Each
image is a reprojection of an ‘‘equatorial’’ Mars Daily Global Map
(MDGM, 60�S–60�N) (Wang and Ingersoll, 2002) from simple cylin-
drical projection to polar stereographic projection (0–90�N). These
dust storms generally travel eastward and some can be tracked for
several sols. Curvilinear dust storms are important in the martian
dust cycle. They can sometimes develop into flushing dust storms
that transport dust southward from the northern high latitudes to
the low latitudes (e.g., Event 1, 5 and 7 in Fig. 1), and may even lead
to major planet-encircling dust storm that greatly affects the global
circulation (Wang et al., 2003; Basu et al., 2006).

Fig. 2 shows the close correspondence between the incidences
of the curvilinear dust storms in MOC images and the amplitudes
Fig. 1. Polar stereographically projected (0–90�N) MGS MOC Mars Daily Global Maps (60�
The numbers in the images label the curvilinear shaped dust storms or dust storms tha
of the zonal wavenumber m = 3 traveling waves derived from TES
temperature data for Mars year 24 (left) and 26 (right) (Mars year
25 is not shown because of the influence of the 2001 global dust
storm [e.g. Strausberg et al., 2005; Cantor, 2007]). The TES temper-
ature data are from the PDS Geosciences Node (http://geo.pds.na-
sa.gov, see Conrath et al. (2000) for retrieval algorithm). The
standard deviation of the 2 PM TES temperature at 610 Pa is shown
in the top row of Fig. 2. It is calculated for each 2� latitude � 30�
longitude � 15� Ls bin, and then zonally averaged. The result for
the 475 Pa level is similar (Wang et al., 2005; Wang, 2007). The
strong near surface temperature variations indicative of strong ed-
dies before and after the northern winter solstice period (Ls = 240–
300�) appear to coincide with the occurrences of curvilinear dust
storms (symbols in the bottom panels).

To examine the contributions of various waves, we decompose
the temperature anomalies (with respect to the 30-sol running
S–60�N, 0.1� � 0.1�) for 6 consecutive sols during Ls = 224.0–227.0� in Mars year 27.
t are related to them. Some dust storms can be tracked for several sols.

http://geo.pds.nasa.gov
http://geo.pds.nasa.gov
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Fig. 2. (Top row) The standard deviation (K) of the 2 PM MGS TES temperature at 610 Pa as a function of Ls and latitude. (Rows 2–4) The mean amplitude (K) of the eastward
traveling waves whose wave periods are 1.4 < T < 10.0 sol for zonal wave number m = 1, 2 and 3 waves as a function of Ls and latitude. The incidences of the curvilinear dust
storms and their related events observed in MOC images are superimposed on the bottom panels. The latitudes of the symbols correspond to the southern tips of the dust
storms. Diamonds with plus signs denote curvilinear shaped dust storms. Open diamonds denote dust storms that can be traced back to curvilinear dust storms or ambiguous
cases. The events that last for multiple sols are linked with lines. The panels in the left column are for Mars year 24 and those in the right column are for Mars year 26.
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mean for each 2� latitudinal band) at 610 Pa into different wave
modes by calculating the periodogram for zonal wave number
m = 1, 2 and 3 waves using the least squares method described in
Wu et al. (1995). The mean amplitudes of the eastward traveling
m = 1, 2 and 3 waves whose wave periods (T) are between 1.4
and 10.0 sols are shown in the bottom three rows of Fig. 2. These
plots are spectrally averaged. Individual wave mode within the
spectral band can have larger or smaller amplitudes. For easy com-
parison, we have over-plotted on the m = 3 panels the Ls values
and southern tip latitudes of the events that are related to curvilin-
ear dust storms observed by MGS MOC (Wang, 2007). These events
include both curvilinear shaped dust storms themselves (diamonds
with plus signs) and amorphous dust storms (diamonds) that can
be traced back to curvilinear shaped dust storms or ambiguous
cases (diamonds).

All three wave numbers show generally wider latitudinal influ-
ence before and after the northern winter solstice period. However,
the seasonal variation of the wave amplitude depends on the lati-
tude. For example, in Mars year 24, the m = 2 waves have similar
amplitudes during Ls = 270–300� as those during Ls = 210–240�
at 56�N, but have greatly reduced amplitudes during Ls = 240–
300� at 46�N and 64�N. The m = 1 and m = 2 waves can be strong
north of 60�N near the fall and spring equinoxes, in addition to
their presence south of 60�N during other time periods, but the
m = 3 waves only show significant amplitudes (>1 K) south of
about 60�N during Ls = 200–240� and Ls = 300–350�. Sometimes,
the m = 3 waves are accompanied by strong m = 1 or m = 2 waves.
During Ls = 200–210� in Mars year 26, the m = 2 waves are actually
stronger than the m = 3 waves. Nevertheless, the m = 3 waves are
clearly present as well. In summary, Fig. 2 shows a nice correlation
between the traveling dust storms and the m = 3 traveling waves,
suggesting a link between them.

The potential importance of the m = 3 traveling waves in the
martian dust cycle leads us to do a detailed investigation of the
structure and behavior of these waves using the MarsWRF GCM.
Moreover, we test the hypothesis that traveling dust storms may
enhance the strength of m = 3 traveling waves in the atmosphere,
providing a potential positive feedback where the dust storms
associated with the m = 3 traveling waves lead to more dust lifting
and stronger m = 3 traveling waves. Idealized dust forcing is used
in our simulations to make the connection between the forcing
and response as direct and traceable as possible.

As will be shown in Section 3, our standard simulation using the
Mars Climate Database (Lewis et al., 1999) ‘‘MGS dust scenario’’
(described in detail in Montmessin et al. (2004)) can reproduce
the general seasonality and wave modes of the observed transient
eddies, but the simulated m = 3 traveling waves appear relatively
weak compared to the observation. In Section 4, we will show that
additional prescribed traveling dust storms can enhance the simu-
lated m = 3 traveling waves with respect to those in the standard
simulation.

The deficiency of the m = 3 traveling waves in the standard sim-
ulation presented in this paper should not be considered as a gen-
eral problem of the MarsWRF model. Since the martian circulation
is highly sensitive to dust distribution (e.g., Barnes et al., 1993;
Wilson et al., 2002), strong m = 3 traveling waves can probably
be generated by MarsWRF with other prescribed dust scenarios.
Different choices of model physics and computational grid may
influence the simulation results as well. Using the LMD/Oxford
Mars GCMs, Collins et al. (1996) found dominant zonal wave num-
ber 1 and 2 traveling waves. Previous studies with the NASA Ames
and GFDL Mars GCMs found strong m = 3 traveling waves (Barnes
et al., 1993; Basu et al., 2006; Wang et al., 2003; Wilson et al.,
2006). Here, we simply use the standard MarsWRF simulation as
a baseline for comparison in order to test the effect of the pre-
scribed traveling dust storms under the ‘‘MGS dust scenario’’ back-
ground. Our numerical experiments suggest that, at least under
certain circumstances we examined (Section 4), the m = 3 traveling
dust storms can enhance the m = 3 traveling waves, leading to a
potential positive feedback.

The simulations in this study do not include clouds. It should be
noted that previous studies found that clouds could significantly
influence atmospheric thermal structure and circulation (Hinson
and Wilson, 2004; Wilson et al., 2007, 2008). In particular, recent
GCM studies by Wilson et al. (2011) and Kahre et al. (2012) suggest
that clouds could enhance transient eddies near the polar cap edge
which could in turn affect dust lifting. We acknowledge the impor-
tance of clouds, but in this paper, we focus on a different aspect –
the effect of dust itself on the simulated m = 3 traveling waves, and
we pay special attention to a specific zonal wave number m = 3.
2. Model description

The MarsWRF model is the Mars version of PlanetWRF, a gen-
eral purpose, local to global numerical model for planetary atmo-
spheres (Richardson et al., 2007). PlanetWRF is a grid point
model using the Arakawa C-grid and a terrain-following r coordi-
nate. The simulations in this study use the version of MarsWRF de-
scribed in Toigo et al. (2012) and have 5� latitude � 5� longitude
horizontal resolution with 40 vertical layers between the surface
and 0.006 Pa. The surface topography, albedo, thermal inertia,
emissivity, roughness, and terrain slope are based on MGS observa-
tions. A ‘sponge layer’ is used near the top of the domain to prevent
spurious eddy reflections from the model top. The model radiative
transfer scheme for CO2 and dust is based on Hourdin (1992) (CO2

in the thermal infrared), Haberle et al. (1982) (dust in the infrared),
Briegleb (1992) (dust in the visible) and Forget et al. (1999) (CO2 in
the infrared), and includes non-LTE cooling above 60 km based on
tabulated cooling rates (López-Valverde and López-Puertas, 1994).
Dust has a single scattering albedo of 0.92 and an asymmetry fac-
tor of 0.55. The visible-to-IR ratio is tuned to be 1.0:0.7 so that the
modeled temperature field best matches the MGS TES observation
(Richardson et al., 2007). The model includes a simple CO2 conden-
sation and sublimation scheme that successfully reproduces the
Viking Lander surface pressure cycle (Guo et al., 2009). The PBL
parameterization uses the Yonsei University (YSU) non-local mix-
ing scheme (Hong et al., 2006). The surface layer scheme uses sta-
bility functions from Paulson (1970), Dyer and Hicks (1970), and
Webb (1970) to compute surface exchange coefficients. Thermal
diffusion within the subsurface is represented by a 15-layer impli-
cit solver. The version used for this paper does not include an ac-
tive water cycle or dynamically interactive dust.

In this study, the model dust is prescribed as a space and time
varying function. Specifically, we use the Mars Climate Database
‘‘MGS dust scenario’’ as our ‘‘standard’’ dust distribution. This sce-
nario was developed as an attempt to broadly reproduce the MGS
observations of temperature (which is strongly dependent on dust)
in the first MGS mapping year. The spikes due to major dust storms
were removed. So, it attempts to represent a typical storm-free
year on Mars. Fig. 3a shows the zonally averaged cumulative dust
optical depth at the surface as a function of Ls and latitude for the
standard simulation. The maximum optical depth (s � 0.5) occurs
between 20�N and 30�N at perihelion (Ls = 251�). A small amount
of dust (s < 0.2) is present over the planet during northern spring
and summer and at the northern high latitudes (>60�N) throughout
the year.

The vertical profile of the cumulative dust optical depth is
shown by the solid black line in Fig. 4. It is similar to the form de-
scribed by Conrath (1975). Dust is approximately uniformly mixed
in the lower atmosphere and decreases to a ‘‘dust top’’ altitude,



(a)

(b)

Fig. 3. (a) The zonally averaged cumulative dust optical depth at the surface as a function of Ls and latitude for the standard simulation. (b) A snapshot of the longitude versus
latitude distribution of cumulative dust optical depth at the surface at Ls = 216� in Test 1.

Fig. 4. The zonal mean vertical profile of the cumulative dust optical depth at
57.5�N and Ls = 217.5� for (solid line) the standard simulation, (dashed line) Test 1
and Test 2, and (dotted line) Test 3. Only the lowest 50 km is plotted.
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where it rapidly drops to zero. The ‘‘dust top’’ altitude is a function
of latitude and Ls (Montmessin et al., 2004).

We have also performed simulations with additional idealized
dust in the northern mid to high latitudes during Ls = 180–360�
(Fig. 3b) in order to test the response of the m = 3 traveling waves.
These experiments are motivated by the numerous curvilinear dust
storms in MOC images (Fig. 1 and 2) that are not included in the
‘‘MGS dust scenario’’ (Fig. 3a). Smith (2008) summarized the dust
optical depth distribution observed by MGS TES. However, due to
the difficulty of retrieval over cold surfaces, nadir data within
and around the cold polar vortex are usually missing. Curvilinear
dust storms mainly reside in the vicinity of the cold polar vortex
where reliable TES retrievals are lacking. As an example, Fig. 5
shows four MDGMs (60�S–60�N) during Ls = 202–210� of Mars
year 24 with the corresponding TES dust optical depths superim-
posed. TES captures some curvilinear dust storms, especially when
the dust storms have moved south. However, it only samples the
southern tips of most mid/high latitude events, missing the most



Fig. 5. MGS MOC Mars Daily Global Maps (60�S–60�N, 0.1� � 0.1�) for (a) Ls = 202.4�, (b) Ls = 203.0�, (c) Ls = 209.5� and (d) Ls = 210.0� in Mars year 24. The corresponding
MGS TES dust optical depth is superimposed. Only the dust opacity retrievals labeled as ‘‘good’’ in TES data (atmospheric_opacity_rating = 0) are used in the plot. (a and b) are
consecutive sols, so are (c and d).
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optically thick part further north. It is interesting to note that for
the opposite fall and winter, in the southern hemisphere, assimila-
tion of TES radiances with the WRF/DART data assimilation system
suggests a significant peak in atmospheric dust opacity near the
southern cap edge that is also not captured in the TES nadir dust
retrievals (Lee et al., 2011). Given that it is possible that the atmo-
sphere may posses dust that the retrievals do not properly capture,
we have implemented a simple augmentation to the northern mid/
high latitude dust opacity prescription in order to examine how ex-
tra dust at these latitudes might influence the simulated m = 3
traveling waves.

Our test simulations described below examine if the additional
forcing associated with the mid/high latitude curvilinear dust
storms can constructively strengthen the m = 3 traveling waves
for the case of background ‘‘MGS dust scenario’’. This may point
to a possible positive feedback since the simulated m = 3 traveling
waves are associated with relatively stronger near surface wind
variations indicative of more effective dust lifting potential, as will
be discussed in Section 3. Note that we do not immediately jump to
interactive dust simulations because of the extra complexity and
uncertainty associated with poorly understood dust lifting, vertical
mixing and transport processes. While these will need to be ad-
dressed in order to completely simulate the martian atmosphere,
the purpose here is merely to test the sensitivity of the northern
mid/high latitude m = 3 traveling waves to a specific assumed dust
distribution.

In Test 1 (‘‘traveling wave dust simulation’’), we have added an
eastward traveling zonal wavenumber m = 3 half-sine wave (i.e.,
positive additions only, Eq. (1)) with a wave period of T = 2.2 sol
during Ls = 180–360� to the ‘‘MGS dust scenario’’ (Fig. 3b). The
additional dust, saddðk;/; tÞ, is prescribed using the following
formulation:

Að/Þ ¼ 2:0 � cosðð/� 60
�
Þ=60

�
� pÞ; 30

�
< / < 90

�

Að/Þ ¼ 0; otherwise

saddðk;/; tÞ ¼ maxðAð/Þ � sin pmk
180

� � 2p
T t þu0

� �
;0Þ

ð1Þ

where k is longitude in degrees, t is time in sols. m = 3 is the zonal
wave number. T = 2.2 sol is the wave period of the frequently occur-
ring m = 3 traveling wave derived from MGS TES data (Banfield
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et al., 2004). As will be shown later, it is also among the preferred
wave periods of MarsWRF simulated m = 3 traveling waves. u0 is
the phase of the wave-form dust distribution and u0 = 0 is used
for the results in Section 4 unless specified otherwise. The ampli-
tude Að/Þ maximizes at 60�N, and decays to zero at 30�N and
90�N according to a cosine function. This crudely represents travel-
ing dust storms associated with m = 3 traveling waves at the edge of
the polar vortex. It is a simplification that allows us to test the effect
of such a forcing at different time during the fall and winter period.
It does not mean to imply that these traveling dust storms are con-
stantly present throughout the fall and winter. However, as will be
discussed in Section 4, the prescribed traveling dust storms have
negligible effect on the simulated m = 3 traveling waves during
the winter solstice period when curvilinear dust storms are nearly
absent in MGS MOC images, but they have substantial effect during
the pre- and post-solstice periods when curvilinear dust storms are
frequently observed.

The vertical distribution for the additional dust in Test 1 follows
that in the ‘‘MGS dust scenario’’ where the additional dust merely
represents an increase in the surface total optical depth. As an
example, the cumulative dust optical depth profile at 57.5�N and
Ls = 217.5� is shown by the dashed line in Fig. 4. The results for Test
1 will be presented in Section 4.1. We have also performed simula-
tions with smaller or fewer traveling dust blobs centered at various
latitudes. These results will be mentioned in Section 4.4.

In Test 2 (‘‘zonally uniform dust simulation’’), we keep every-
thing else the same as Test 1, but replace the traveling dust blobs
with a zonally uniform dust distribution that has the same amount
of zonally integrated dust saddð/Þ ¼ Að/Þ=p. This experiment is in-
tended to compare the effect of the additional dust forcing repre-
sented by an m = 3 traveling half-sine wave versus a zonally
uniform amount. Results will be presented in Section 4.2.

In Test 3 (‘‘low dust top wave simulation’’), we keep everything
else the same as Test 1, but set the ‘‘dust top’’ altitude for the addi-
tional dust to 10 km which is lower than that in Test 1. The accu-
mulated dust optical depth profile at 57.5�N and Ls = 217.5� for this
case is shown by the dotted line in Fig. 4. Although the total optical
depth at the surface is the same as that in Test 1, the rate of de-
crease with height is much faster. This experiment is motivated
by Mars Reconnaissance Orbiter (MRO) Mars Climate Sounder
(MCS) observations that suggest near surface confinement of new
dust storms at the polar cap edge (McCleese et al., 2010). This
behavior was also predicted by Basu et al. (2004, 2006) using the
GFDL Mars GCM. Test 3 is intended to test the effect of the vertical
dust distribution on the simulated m = 3 traveling waves. Results
will be presented in Section 4.3.

All the simulations are run for 10 Mars years with output every
two hours. The outputs for the last nine years are used for analysis.
3. Standard simulation

The standard MarsWRF simulation compares reasonably with
the observed zonal mean state (Richardson et al., 2007). In this sec-
tion, we investigate the traveling waves simulated by the model.
We calculate the standard deviation due to the 1 < T < 10 sol tran-
sient eddies for each latitude and 10-sol time interval. The time
mean, trend and diurnal cycle at each grid point within the time
interval are removed before analysis. The results for different grid
points are averaged zonally and over nine years for presentation.
The top row of Fig. 6 shows the standard deviations for the temper-
ature (left) and meridional wind (right) at r = 0.69 (approximately
4 km above the surface) as a function of Ls and latitude. The
r = 0.69 level is used since it is close to the height of the TES obser-
vations presented in Section 1. Interpolation onto the 610 Pa level
leads to similar results. In agreement with the observations (top
row of Fig. 2), there are generally stronger temperature variations
before and after the northern winter solstice period.

We extract various wave modes from the transient eddies de-
scribed above using a Fourier transform. The total Fourier power
of the eastward traveling waves whose wave periods are between
1.4 and 10 sols is calculated and used to derive the mean wave
amplitudes every 5 sols. The mean wave amplitudes are averaged
over nine simulation years for each 5� Ls bin and shown in the bot-
tom three rows of Fig. 6 for zonal wave number m = 1, 2 and 3, sep-
arately. For both the temperature and meridional wind, all three
wavenumbers show stronger variations before and after the north-
ern winter solstice period, and the maximum amplitude of the
m = 2 waves is larger than that of the m = 1 and m = 3 waves. How-
ever, comparing the left and right columns of Fig. 6, we find that
the m = 1 waves have substantial amplitudes in the temperature
field, but small amplitudes in the meridional wind field, while
the m = 3 waves have small amplitudes in the temperature field,
but appreciable amplitudes in the meridional wind field. A notable
difference between the observed (Fig. 2) and simulated (left col-
umn of Fig. 6) traveling waves in the temperature field is that
the simulated m = 3 waves appear much weaker than the m = 1
and m = 2 waves, while the observed m = 3 waves have amplitudes
comparable to the m = 1 and m = 2 waves. Fig. 6 suggests that the
m = 3 traveling waves may provide even larger near surface wind
(and therefore surface stress) variations if the simulated m = 3
amplitudes in the near surface temperature increase, which in turn
implies that the m = 3 waves may play an efficient role in dust lift-
ing at the northern mid/high latitudes during the fall and winter.

The left column of Fig. 7 shows the eddy kinetic energy mass
integrated from the surface (r = 1) up to r = 0.1 (about 25 km alti-
tude) and the corresponding contributions of the eastward travel-
ing 1.4 < T < 10 sol m = 1, 2 and 3 waves. We first calculate the eddy
kinetic energy per unit mass ððu02 þ v 02Þ=2Þ at each grid point using
the de-trended and diurnal-cycle-removed eddy winds (u0 and v 0)
for each 10-sol interval every 5 sols, then do a mass integration
from the surface to r = 0.1. We calculate the zonal average and
time average over the 10-sol interval (top row in the left column
of Fig. 7). The integrated eddy kinetic energy is heavily weighted
toward the surface due to the density profile. To calculate the con-
tributions of different wave modes (rows 2–4 in the left column of
Fig. 7), we use the sum of the total Fourier powers of the
1.4 < T < 10 sol eastward traveling eddies for the zonal and merid-
ional wind, average them over the corresponding frequency band,
and do a mass integration from the surface to r = 0.1. All the re-
sults are averages over nine simulation years for each 5� Ls bin.
The eddy kinetic energy result for r > 0.1 (the left column of
Fig. 7) echoes the meridional wind result for r = 0.69 (the right col-
umn of Fig. 6). So, the winter solstice minimum is also present in
the vertically integrated eddy kinetic energy for the two first scale
heights.

The right column of Fig. 7 shows the results for normalized sur-
face pressure, i.e. the percentage variation of surface pressure. The
analysis method is the same as that for temperature in Fig. 6. The
pattern of variation is different than that of the other variables.
Specifically, north of 65�N, the standard deviations during
Ls = 200–220� are smaller than those during Ls = 220–330�, though
there is a secondary minimum during Ls = 250–270�. Fig. 7 sug-
gests that it is mainly due to the seasonal behavior of the m = 1
traveling waves. The standard simulation suggests that the m = 1
traveling waves are important for the surface pressure variations
during the winter solstice period, but are not so much for the near
surface meridional wind. The winds associated with the simulated
m = 1 waves are the strongest at upper levels (not shown) and very
weak near the surface. The eddy kinetic energy shown in the left
column of Fig. 7 is mass integrated from the surface to z � 25 km
and is strongly weighted toward the surface. As a result, the



Fig. 6. The seasonal evolution of the transient eddies at r = 0.69 (about 4 km high, model level 5) for the standard simulation in terms of the (left) temperature and (right)
meridional wind field. (Row 1) The standard deviations of the 1 < T < 10 sol transient eddies as a function of Ls and latitude. (Rows 2–4) The Ls versus latitude distribution of
the spectrally averaged amplitude of the 1.4 < T < 10 sol eastward traveling zonal wave number m = 1, 2 and 3 waves.
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pattern shown by the left and right column of Fig. 7 is different. For
the simulated m = 3 traveling waves, the seasonal pattern in the
surface pressure field is similar to that in the temperature, near
surface meridional wind and eddy kinetic energy. The standard



Fig. 7. The seasonal evolution of the transient eddies for the standard simulation in terms of the (left) mass integrated eddy kinetic energy from the surface to r = 0.1 (about
25 km altitude) and (right) normalized surface pressure. (Row 1) The standard deviations of the 1 < T < 10 sol transient eddies as a function of Ls and latitude. (Rows 2–4) The
Ls versus latitude distribution of the spectrally averaged amplitude of the eastward traveling 1.4 < T < 10 sol zonal wave number m = 1, 2 and 3 waves.
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simulation shows that different wave numbers have different
properties and calls for caution about which variable and location
are used when the relative strength of the waves is evaluated.
The results in Figs. 6 and 7 are averaged over the wave fre-
quency band. The spectral composition of the eastward traveling
1 < T < 10 sol waves in the temperature field at r = 0.69 and
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52.5�N is shown in the top row of Fig. 8. The amplitudes of the
m = 1, 2 and 3 waves are plotted as a function of wave period
(sol) and Ls. Fig. 8 only shows the eastward traveling waves since
the westward traveling waves in this frequency range and loca-
tion are negligible in the simulation. The dominant wave periods
in the simulation are T = 4–10 sol for m = 1 waves (T > 10 sol
waves are filtered out), T = 2.5–4 sol for m = 2 waves, and
T = 1.5–4 sol for m = 3 waves. The waves with shorter wave-
lengths generally have shorter wave periods. These results are
largely consistent with the MGS TES observations (Banfield
et al., 2004) and previous GCM simulations (Barnes et al., 1993;
Basu et al., 2006; Wilson et al., 2006). The wave period used
Fig. 8. The amplitude of the eastward traveling zonal wave number (left) m = 1, (middle
function of wave period and Ls for (top) the standard simulation and (bottom) Test 3 –
for the idealized dust forcing (T = 2.2 sol) in Test 1 and Test 3
is among the preferred wave periods of the simulated m = 3 trav-
eling waves.

The standard simulation successfully reproduces the observed
traveling wave modes and the stronger temperature variations be-
fore and after the northern winter solstice period. However, the
simulated m = 3 traveling waves in the standard simulation appear
to be much weaker than what the TES data suggest they are. Due to
the importance of the m = 3 traveling waves to the dust cycle in-
ferred from the observations (Section 1), and the potential of the
m = 3 waves in lifting dust as implied by the standard simulation
(Fig. 6), we will study the structure and dynamics of the simulated
) m = 2 and (right) m = 3 waves in the temperature field at r = 0.69 and 52.5�N as a
the low dust top wave forcing simulation.
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m = 3 traveling waves and investigate a possible mechanism for
enhancing these waves in the next section.
4. Simulations with additional dust forcing

4.1. Test 1 – Traveling wave dust simulation

Observations show that the m = 3 traveling waves are promi-
nent during the periods of active flushing dust storms, indicating
that the traveling dust storms neglected in the ‘‘MGS dust sce-
nario’’ may play a role in exciting/maintaining these waves. To test
this hypothesis, we have performed the traveling wave dust simu-
lation (Test 1) and analyzed the result in the same way as we ana-
lyzed the standard simulation.

Results for the temperature and meridional wind at r = 0.69 are
shown in Fig. 9 in the same format as that for Fig. 6. The familiar
pattern of the winter solstice minimum is still present here. How-
ever, in the temperature field, the m = 3 traveling waves during
Ls = 220–240� and Ls = 305–340� are generally about 20–80%
stronger than those in the standard simulation. A paired Student’s
t-test for the Null hypothesis (H0) that the m = 3 traveling waves
for Test 1 and the standard simulation are of the same strength
shows that the Null hypothesis should be rejected at a = 0.05 sig-
nificance level for these time periods, i.e., that the increase in Test
1 relative to the standard simulation is statistically significant. It is
interesting that the most significant enhancement in Test 1 occurs
at approximately the same time periods when the MOC images
show active flushing dust storms. Little enhancement is found for
the winter solstice period. The simulated m = 3 traveling waves
are accompanied by the m = 1 (with some m = 2) waves within
the same latitude band and time periods. The simulated m = 1 trav-
eling waves also have substantial amplitudes north of 65�N where
the simulated m = 3 traveling waves are almost absent. The simu-
lated m = 2 traveling waves peak before Ls = 220� and after
Ls = 330�.

In the meridional wind field, Fig. 9 shows that the simulated
m = 3 traveling waves are the major contributors to the variability
south of about 70�N during Ls = 220–240� and Ls = 305–340�. The
m = 2 traveling waves dominate the variability before Ls = 220�
and after Ls = 330�. The m = 1 traveling waves mainly contribute
to the variability north of about 70�N, but their maximum ampli-
tude is smaller than that of the m = 2 and m = 3 traveling waves
south of 70�N. Lewis et al. (2008) presented the standard deviation
of the meridional wind at 400 Pa using a Mars data assimilation
product. Compared with their result, the meridional wind variation
in Test 1 shows the same seasonal pattern but is approximately
20–40% weaker. Both the near surface eddy kinetic energy and
eddy momentum flux simulated in Test 1 also have a pre- and a
post-solstice maximum, and the simulated m = 3 traveling waves
make major contributions to them during Ls = 220–240� and
Ls = 305–340� (not shown).

Fig. 10 shows the latitude versus vertical model level number/
height cross sections of the transient temperature variations in
Test 1 at Ls = 222.5�, 267.5� and 322.5�, representing the pre-sol-
stice, solstice and post-solstice period, respectively. The simulated
1 < T < 10 sol transient temperature standard deviations are shown
in the left column. They include contributions from all the tran-
sient eddies within the frequency band. The simulated spectrally
averaged amplitudes of the eastward propagating 1.4 < T < 10 sol
m = 3 waves in the temperature field are shown in the right col-
umn. They are calculated in the same way as that for Fig. 9, but
are presented here to show the vertical structure. The vertical axis
is linear in model level number (on the left hand side) to empha-
size the region near the surface where the m = 3 traveling waves
are the strongest. The corresponding height (km) for each model
level is labeled on the right hand side. The simulated zonal mean
temperature contours are superimposed.

Fig. 10 shows that the simulated zone of strong transient tem-
perature variation follows the edge of the polar vortex indicated
by the sharp latitudinal temperature gradient. Although not the to-
pic of this study, the simulated temperature variations above about
20 km are strong throughout the fall and winter, and are at their
maximum during the winter solstice period. This is very different
than the seasonal behavior of the simulated transient eddies at
lower levels. The simulated eastward traveling 1.4 < T < 10 sol
m = 3 waves in the temperature field are confined below about
15 km, and make significant contributions to the transient temper-
ature variations near the surface. They exhibit a strong–weak–
strong pattern as the season progresses from Ls = 180� through
Ls = 270� to Ls = 360�. Fig. 10 indicates that the winter solstice min-
imum of the m = 3 waves in the temperature field is valid for all the
model levels within the first scale height or so and is most appar-
ent at a height of about 2 km which is closer to the surface than the
r = 0.69 level used for Fig. 9. Compared with the results for travel-
ing waves derived from TES data (Banfield et al., 2004), the simu-
lation qualitatively captures the observed strong–weak–strong
seasonality of the near surface temperature variation and the ver-
tical confinement of the m = 3 traveling waves in the temperature
field. The observed upper level transient eddies appear to be re-
lated to major dust storms (Banfield et al., 2004; Wilson et al.,
2002) which we do not consider. So the difference between the
model and observation in the timing of the upper level maximum
is not surprising. Nevertheless, the model suggests a marked differ-
ence between the lower and upper level transient eddies, which
agrees qualitatively with the observation (Banfield et al., 2004).

Fig. 11 shows the latitude versus height plot of the Eliassen–
Palm (EP) fluxes (arrows) and their divergences (colors) for the
transient eddies in Test 1 at Ls = 227.5�, 267.5� and 322.5�, respec-
tively. The left column is for all the 1 < T < 10 sol transient eddies,
including both eastward and westward propagating waves of var-
ious zonal wavenumbers. The right column is for the eastward
propagating 1.4 < T < 10 sol m = 3 waves only. The EP flux formula
for the primitive equation in spherical log-pressure coordinate
(Andrews et al., 1987) is used in the calculation. The EP fluxes
and their divergences are much stronger at Ls = 227.5� and
322.5� than at Ls = 267.5�. The EP fluxes associated with the
1 < T < 10 sol transient eddies (with various zonal wave numbers)
direct upward and equatorward throughout the column within
50–70�N, and poleward above about 40 km within 20–50�N. There
is substantial zonal wind acceleration (up to about ±10 m/s/sol)
associated with these waves. The EP fluxes associated with the
eastward propagating 1.4 < T < 10 sol m = 3 waves are confined
within the first two scale heights or so, which is consistent with
the distribution of the corresponding temperature perturbation
(Fig. 10). They direct upward and equatorward within 50–70�N,
and make significant contributions to the overall wave activity
near the surface. Fig. 11 also indicates that the upper level wave
activity shown in the left column is mostly due to waves other than
the eastward traveling 1.4 < T < 10 sol m = 3 waves. The EP flux
plots for the simulated m = 1 and m = 2 traveling waves (not
shown) have large values at the upper levels, which is consistent
with the finding by Banfield et al. (2004) that the observed m = 1
and m = 2 traveling waves derived from TES temperature data have
large amplitudes at upper levels.

In Fig. 12, we examine the energetics of the eastward propagat-
ing 1.4 < T < 10 sol m = 3 waves simulated in Test 1 at Ls = 227.5�,
267.5� and 322.5�. The formulation in the appendix of Ulbrich
and Speth (1991) is used in this study. Fig. 1 of Ulbrich and Speth
(1991) shows a diagram for this six-box energy cycle. The eddy
available potential energies can be generated from the flow or
external forcing. The eddy perturbations are derived in the same
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Fig. 9. The seasonal evolution of the transient eddies at r = 0.69 (about 4 km high) for Test 1 – the traveling wave dust simulation in terms of the (left) temperature and
(right) meridional wind. (Row 1) The standard deviations of the 1 < T < 10 sol transient eddies as a function of Ls and latitude. (Rows 2–4) The Ls versus latitude distributions
of the spectrally averaged amplitudes of the 1.4 < T < 10 sol eastward traveling zonal wave number m = 1, 2 and 3 waves.
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way as those in the bottom row of Fig. 9. The left column of Fig. 12
shows the eddy available potential energy (contour) and the con-
version rate from the eddy available potential energy to the eddy
kinetic energy (color). The right column shows the eddy kinetic
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energy (contour) and the conversion rate from the zonal kinetic en-
ergy to the eddy kinetic energy (color).

Fig. 12 shows that the eastward propagating 1.4 < T < 10 sol
m = 3 waves generate their kinetic energy baroclinicly near the sur-
face through warm air rising and cold air sinking, and decay
through horizontal transfer of eddy kinetic energy to the zonal
mean flow. The energy conversion rates are large for the pre-
and post-winter solstice periods, so are the eddy available poten-
tial energy and eddy kinetic energy. The eddy available potential
energy exhibits a near surface maximum, which is consistent with
the distribution of the corresponding temperature perturbation in
the right column of Fig. 10. Before and after the northern winter
solstice, the eddy kinetic energy occupies a deep vertical column
within 40–80�N, with a local maximum at a height between
5 km and 15 km.

To get an idea of why the eddy kinetic energy extends higher
than the eddy available potential energy in Fig. 12, we plot in
Fig. 13 the latitude versus height distributions of the amplitudes
of the eastward propagating 1.4 < T < 10 sol m = 3 winds at
Ls = 227.5�, 267.5� and 322.5�. The left column is for the zonal wind
component (u0) and the right column is for the meridional wind
component (v0). The corresponding zonal mean zonal and meridio-
nal winds for Test 1 are superimposed. The wave amplitudes are
derived in the same way as those for temperature in the right col-
umn of Fig. 10.

Fig. 13 shows that the simulated eastward propagating
1.4 < T < 10 sol m = 3 eddy winds are strong before and after the
northern winter solstice. The seasonality is in agreement with the
pattern shown in Fig. 12. Different than the eddy temperatures
which are confined within the first two scale heights or so
(Fig. 10), the eddy winds are distributed within a deep column at
the poleward side of the circumpolar jet and the overturning Hadley
cell. The v0 component is generally stronger than the u’ component,
and maximizes at a height between 10 km and 30 km. As a result, the
eddy kinetic energy of the eastward propagating 1.4 < T < 10 sol
m = 3 waves has a deeper structure than the corresponding temper-
ature perturbation and eddy available potential energy.

Using the MGS Radio Science (RS) data, Hinson (2006) derived
the vertical structure of temperature and geopotential height for
the eastward propagating T = 2.3 sol m = 3 wave. He showed that
the eddy temperature amplitude was mostly concentrated in the
lowest scale height and that the eddy geopotential height
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amplitude increased with the altitude. Furthermore, he showed
that the eddy geopotential height tilted westward with height near
the surface but had little phase tilt above. His result is indicative of
a wave mode that is highly baroclinic near the surface and more
barotropic above. Such a structure was previously modeled by
Barnes et al. (1993). Our simulated near surface confinement of
eddy temperature and vertically extended eddy winds are consis-
tent with such an eddy structure.

We investigate the difference in the zonal mean temperature
structure between the standard simulation (black line) and Test
1 (red line) in the left column of Fig. 14. Representative latitude
versus height cross sections for the pre-solstice (Ls = 222.5�), sol-
stice (Ls = 267.5�) and post-solstice (Ls = 322.5�) periods are
shown. The temperature structure below about 40 km (level 20)
remains almost the same south of about 30�N between the two
simulations. The temporal evolution of the thermal structure (for
either the standard simulation or Test 1) indicates that the m = 3
traveling waves are stronger when the isotherms at the polar vor-
tex edge are oriented more vertically (corresponding to a smaller
lapse rate). Due to the inclusion of the traveling dust blobs in Test
1, for the pre- and post-solstice period, the latitudes between 40�N
and 80�N are colder below about 12 km (level 10) in Test 1 than in
the standard simulation, especially in the 5–10 km height range,
and are warmer above about 25 km (level 15). Consequently, the
near surface inversions at the polar vortex edge for these time peri-
ods are less pronounced in Test 1 than in the standard simulation.

The difference in the thermal structure between Test 1 and the
standard simulation leads to a difference in the baroclinic param-
eter ((@u/@z)/N), which is defined as the wind shear in the vertical
ð@u=@zÞ divided by the static stability (N). Read et al. (2011) found
this parameter to be useful for indicating the strength of baroclinic
eddies in the northern hemisphere. Fig. 15 shows the seasonal var-
iation of the baroclinic parameter in our simulations. The triangles
are the averages over the region between 30�N and 75�N and from
the surface to about 10 km (level 9). The dots are the 90% percen-
tiles for the same region and show a similar seasonal pattern as
that shown by the triangles. The zone of the sharpest near surface
latitudinal temperature gradient (Fig. 14) is included in this region.

Fig. 15 shows that both the standard simulation (black) and Test
1 (red) have local maximum in the baroclinic parameter before and
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after the northern winter solstice. The seasonal pattern exhibited
by the baroclinic parameter is consistent with that shown by the
simulated temperature and meridional wind (Figs. 6 and 9). Test
1 has larger baroclinic parameter and stronger m = 3 traveling
waves than the standard simulation for the pre- and post-solstice
periods. This suggests that larger baroclinic parameter may be
favorable for m = 3 traveling waves in the simulation. However,
the difference in the baroclinic parameter is only a few percent.
As will be discussed later, changes in this parameter is not the only
factor affecting the strength of the simulated m = 3 traveling
waves.

In Fig. 16, we examine how changes in the zonal mean structure
affect the related energy conversion rates. Again, the formulation
of Ulbrich and Speth (1991) is used. Fig. 16 shows the energy con-
version rates at r = 0.69 as a function of Ls and latitude for various
simulations. The contours show the conversion rates from the zo-
nal available potential energy to the eddy available potential en-
ergy for the eastward traveling 1.4 < T < 10 sol m = 3 waves, and
the colors show the corresponding conversion rates from the eddy
available potential energy to the eddy kinetic energy. The conver-
sion rates are much stronger in Test 1 (Fig. 16b) than in the stan-
dard simulation (Fig. 16a), which is consistent with the larger
amplitudes of the m = 3 traveling waves in Test 1.

4.2. Test 2 – Zonally uniform dust simulation

To investigate the effect of the zonally uniform versus the wave-
form dust forcing, we compare the results from the zonally uni-
form dust simulation (Test 2) with those from the traveling wave
dust simulation (Test 1). The Ls versus latitude distribution of
the mean amplitude of the eastward traveling 1.4 < T < 10 sol
m = 3 waves in temperature is shown in Fig. 17c. For easy compar-
ison, the corresponding plots for other simulations are also shown.
Compared with Test 1 (Fig. 17b), the temperature perturbation in
Test 2 is slightly weaker for the pre-solstice period, but signifi-
cantly weaker for the post-solstice period (though still stronger
than that in the standard simulation). This suggests that the
enhancement of the m = 3 traveling waves in the pre-solstice
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period is largely due to the presence of dust within the 30–90�N
band (maximizing at 60�N), but the enhancement of the m = 3 trav-
eling waves in the post-solstice period in Test 1 is closely related to
the specific wave-form dust forcing.

The zonal mean temperature structures for Test 2 are shown by
the blue contours in the right column of Fig. 14. They are almost
identical to those for Test 1 (the red contours) except for the lowest
1–2 scale heights at the northern mid/high latitudes during the
pre- and post-solstice periods. Compared to Test 1, the near surface
temperature inversion in Test 2 is even more muted during these
periods which would seem to imply stronger m = 3 waves. How-
ever, the simulated m = 3 waves in Test 2 are actually weaker than
those in Test 1, especially for the post-solstice period. This suggests
that, besides the zonal mean structure, the form of the dust forcing
is also a factor influencing the strength of the simulated m = 3 trav-
eling waves.

Another hint of the effect of the wave-form dust forcing can be
inferred from Fig. 15. For the pre-solstice period, the baroclinic
parameter for Test 2 (blue) is larger than that for Test 1 (red),
which would seem to imply that the simulated m = 3 traveling
waves in Test 2 to be stronger. On the contrary, results show that
the simulated m = 3 traveling waves in Test 2 are slightly weaker
than those in Test 1. Therefore, the baroclinic parameter is not
the only factor affecting the simulated m = 3 traveling waves. For
the post-solstice period, the simulated m = 3 traveling waves in
Test 2 are weaker than those in Test 1 which is consistent with
the 90% percentile of baroclinic parameter for Test 2 being smaller.
However, the domain averaged baroclinic parameter for Test 2 is
almost the same as that for Test 1, indicating that the consistency
between the simulated m = 3 traveling waves and the baroclinic
parameter also depends on how the baroclinic parameter is
calculated.

4.3. Test 3 – Low dust top wave forcing

To investigate the effect of dust vertical distribution on the sim-
ulated m = 3 traveling waves, we analyze the outputs from the low
dust top wave forcing simulation (Test 3) where the prescribed
additional dust has a ‘‘dust top’’ altitude of 10 km and everything
else remains the same as that for the traveling wave dust simula-
tion (Test 1). The mean amplitude of the eastward traveling
1.4 < T < 10 sol m = 3 waves in the temperature field at r = 0.69
for Test 3 is shown in Fig. 17d. In comparison with Test 1
(Fig. 17b), the m = 3 traveling waves in temperature are further



Fig. 14. The latitude versus model level number/height cross section of the zonal mean temperature (K) at (top row) Ls = 222.5�, (middle row) Ls = 267.5� and (bottom row)
Ls = 322.5� for various simulations. The lowest 30 model levels are plotted. The model level number is labeled on the left hand side. The corresponding height (km) is labeled
on the right hand side. For the panels in the left column, the black contour is for the standard simulation and the red contour is for Test 1. For the panels in the right column,
the red contour is for Test 1, the blue contour is for Test 2 and the green contour is for Test 3. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Fig. 15. The seasonal evolution of the baroclinic parameter for the region between
30�N and 75�N from the surface to r = 0.38 (�10 km) for (black) the standard
simulation, (red) Test 1 and (blue) Test 2. The triangles are the averages and the
dots are the 90% percentiles for the domain. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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enhanced for both the pre-solstice and post-solstice periods, sug-
gesting that the m = 3 traveling waves are stronger when dust is
confined closer to the surface. The simulated m = 3 traveling waves
at r = 0.69 in Test 3 are now comparable to or only slightly weaker
than the m = 1 and m = 2 traveling waves in the near surface tem-
perature field, and comparable to or slightly stronger than the
m = 1 and m = 2 traveling waves in the near surface meridional
wind field (not shown).

The wave spectra of the eddy temperature at r = 0.69 and
52.5�N for Test 3 are shown in the lower panels of Fig. 8. The dom-
inant modes for m = 1 and m = 2 traveling waves are largely the
same as those in the standard simulation, but the 1.5 < T < 2.5 sol
m = 3 traveling waves are apparently enhanced in Test 3.

The zonal mean temperature structures for Test 3 are shown by
the green contours in the right column of Fig. 14. The largest differ-
ences with Test 1 (red) lie above about 15 km for Ls = 267.5� when
the simulated m = 3 traveling waves are minimal. Below about
15 km, the temperature structures are almost identical to those
in Test 1 (red). Consequently, the baroclinic parameters for Test 3
will coincide with those for Test 1 (red dots) in Fig. 15 had they
been plotted. Despite the similarities in the zonal mean structure
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Fig. 16. The Ls versus latitude distribution of selected component of the energy cycle defined in Ulbrich and Speth (1991) at r = 0.69 for the eastward traveling 1.4 < T < 10 sol
m = 3 waves in (a) the standard simulation, (b) Test 1, (c) Test 2 and (d) Test 3. The color shows the energy conversion rate (mW/m2 Pa) from the eddy available potential
energy to the eddy kinetic energy. The contour shows the energy conversion rate (mW/m2 Pa) from the zonal available potential energy to the eddy available potential
energy.
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(c) Test 2: zonally uniform dust forcing
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Fig. 17. The Ls versus latitude distributions of the mean amplitudes (K) of the eastward traveling 1.4 < T < 10 sol m = 3 waves in the temperature field at r = 0.69 simulated in
(a) the standard simulation, (b) Test 1, (c) Test 2 and (d) Test 3.
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near the surface, Test 3 has substantially stronger m = 3 traveling
waves than Test 1, again indicating that changes in the zonal mean
structure and the corresponding baroclinic parameter can only
partly explain the enhancement of the simulated m = 3 traveling
waves. In terms of the energy cycle, the conversion rate from the
zonal available potential energy to the eddy available potential en-
ergy and that from the eddy available potential energy to the eddy
kinetic energy are both greater in Test 3 (Fig. 16d) than in Test 1
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(Fig. 16b). This also suggests that factors other than the zonal mean
state are influencing the simulated m = 3 traveling waves.

In addition to the energy conversion from the zonal available
potential energy, the eddy available potential energy can also be
generated through external forcing (Ulbrich and Speth, 1991).
Fig. 18 shows the mean amplitude of the eastward traveling
1.4 < T < 10 sol m = 3 wave forcing at r = 0.69 expressed in atmo-
spheric net heating rate as a function of Ls and latitude for Test 1
and Test 3. The net heating rate is the sum of the visible and infra-
red heating rate due to dust and CO2. Fig. 18 shows that the stron-
gest m = 3 forcing in the model occurs before Ls � 220� north of
about 55�N where the simulated m = 2 waves are dominant (Figs. 6
and 9). The m = 3 forcing is also strong within 40–55�N during
Ls = 240–300� when the simulated traveling waves near the sur-
face are suppressed (Figs. 6 and 9). Both cases are outside the re-
gion and period of interest for the simulated m = 3 traveling
waves. The imposed m = 3 forcing due to the prescribed traveling
dust blobs does not affect the simulated m = 3 traveling waves
much for these irrelevant time periods. However, for the 40–
60�N region where the m = 3 traveling waves are frequently ob-
served in TES data, we find that the m = 3 forcing is quite small dur-
ing the pre-solstice period (Ls = 210–230�), but appreciable during
the post-solstice period (Ls = 300–320�). This points to the possibil-
ity that the simulated m = 3 traveling waves in the post-solstice
period is closely related to the wave-form dust distribution while
those in the pre-solstice period is largely driven by the energy con-
version from the zonal flow. Note that the wave-form dust distri-
bution also enhances the m = 3 waves in the pre-solstice period,
but to a less degree (Fig. 17). For the post-solstice period, Fig. 18
also shows that the m = 3 forcing in Test 3 is stronger than that
in Test 1. This may help explain the stronger m = 3 traveling waves
in Test 3 despite of the similarity in the zonal mean structure near
the surface between Test 3 and Test 1.

4.4. Additional sensitivity studies

To test which latitude band is more important, we have tried to
reduce the latitudinal extent of the additional dust from 60� to 30�
and prescribe it within 30–60�N, 45–75�N and 60–90�N with peak
amplitude at 45�N, 60�N and 75�N, so that most of the prescribed
dust resides outside, in the vicinity and inside of the polar vortex
edge, respectively. The mean amplitudes of the eastward traveling
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Fig. 18. The Ls versus latitude distributions of the mean amplitudes (�10�2 Pa K S�1) of t
heating rates at r = 0.69 for (a) Test 1 and (b) Test 3.
1.4 < T < 10 sol m = 3 waves in the temperature field at r = 0.69 are
shown in Fig. 19. The left column is for traveling half sine wave
dust blobs and the right column is for zonally uniform dust. All
these simulations show a pre-solstice and a post-solstice maxi-
mum. It is interesting to notice that the 45–75�N simulations lead
to the strongest m = 3 traveling waves that are about the same
strength as those simulated in Test 1 (Fig. 17b), suggesting that
dust storms within this latitudinal band are more efficient at
enhancing these waves. The latitude versus height temperature
structures of both the wave-form and zonally uniform 45–75�N
simulations are almost the same as those for Test 1 as well (not
shown). However, different from the conclusion drawn from Test
1 and Test 2 about the importance of wave-form dust distribution
in the post-solstice period, the simulations here show little advan-
tage of the wave-form over the uniform dust in terms of enhancing
the post-solstice m = 3 traveling waves. This suggests that the
wave-form dust storms with large latitudinal extent are probably
better at enhancing the post-solstice m = 3 traveling waves. Flush-
ing dust storms observed in images usually have large latitudinal
extent stretching from the high to the low latitudes (Figs. 1 and
2). Further study is needed to illuminate the reason for the differ-
ence between the latitudinally extended and restricted dust
storms.

We have also performed simulations where the three traveling
dust concentrations reside within the 40–70�N latitudinal band
and have narrower longitudinal half width (of 12.5� each) which
implies weaker dust forcing at m = 3. We find that the simulated
m = 3 traveling waves in temperature are about 20% stronger than
those in the standard simulation, though they are weaker than
those in Test 1. However, if we impose only one traveling dust con-
centration of the same shape as each individual used in Test 1, then
the simulated m = 3 traveling waves have almost the same
strength as that for the standard simulation. We find that the sin-
gle traveling dust concentration does not change the zonal mean
structure much and imposes little m = 3 wave-form forcing (not
shown). The results presented in Section 4.1–4.3 suggest that large
near surface baroclinicity and strong m = 3 dust forcing, probably
among other unknown factors, are favorable for m = 3 traveling
waves. These conditions are probably met more easily by coordi-
nated traveling dust storms than by an isolated event.

We have experimented with different phases ðu0 ¼
p=4;p=2;3p=4Þ for the traveling dust storms in Test 1 and found
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(c) 45N-75N waveform
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180 210 240 270 300 330 36030

40

50

60

70

80

180 210 240 270 300 330 360
30

40

50

60

70

80
(f) 30N-60N uniform

180 210 240 270 300 330 36030

40

50

60

70

80

0.0 0.3 0.7 1.0 1.3 1.6 2.0 2.3 2.6 3.0 3.3

Fig. 19. The mean amplitudes of the eastward traveling 1.4 < T < 10 sol m = 3 waves simulated by MarsWRF with (left column) wave-form and (right column) zonally uniform
dust in addition to the ‘‘MGS dust scenario’’ within (top row) 60–90�N, (middle row) 45–75�N and (bottom row) 30–60�N.
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no statistically significant difference with the results presented in
Section 4.1. We have also plotted the simulated amplitudes of
the m = 3 traveling waves as a function of their phases and have
not found any particular relationship. These results suggest that
the results in Section 1 are not sensitive to the phase of the forcing.
Future work is needed for detailed investigation on the phase
relationship.
In another experiment, we prescribed half the amount of dust in
Test 1 (not shown). We find that the results in Section 4.1 are still
qualitatively valid, though the simulated m = 3 traveling waves in
near surface temperature are approximately 10–15% weaker than
those in Test 1, but still significantly stronger than those in the
standard simulation. In yet another simulation, we have deleted
all the additional dust north of 60�N in Test 1, and find that there
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is still significant m = 3 traveling wave enhancement with respect
to the standard simulation, but the amplitude of the 90% percentile
of the m = 3 traveling wave amplitude in near surface temperature
is about 10% lower than that of Test 1.

We have conducted a MarsWRF simulation with the Mars Cli-
mate Database ‘‘Viking dust scenario’’ (Lewis et al., 1999) which
has latitude-independent and time-dependent dust distribution
that is about twice as dusty as the ‘‘MGS dust scenario’’. The sim-
ulated transient temperature variations (not shown) near the sur-
face also exhibit a minimum during the winter solstice period, but
the m = 1 and m = 2 traveling waves at r = 0.69 are slightly weaker
and the m = 3 traveling waves are stronger (approaching those in
Test 2, the zonally uniform dust simulation) than those in the
‘‘MGS dust scenario’’ standard simulation. It is difficult to draw
conclusions from a direct comparison between the ‘‘Viking dust
scenario’’ and ‘‘MGS dust scenario’’ as the zonal mean temperature
structure differs significantly over the planet.
5. Summary and discussion

This paper is motivated by the close correspondence between
the curvilinear shaped traveling dust storms observed in images
and the eastward traveling zonal wave number m = 3 waves de-
rived from temperature data (Hinson and Wang, 2010; Hinson
et al., 2012; Wang et al., 2005; Wang, 2007). We have performed
MarsWRF GCM simulations to examine the seasonality, structure
and dynamics of these waves and to test the hypothesis that the
forcing associated with the traveling dust storms may enhance
the m = 3 traveling waves, leading to a possible positive feedback.

We have used idealized dust distributions in this study. Specif-
ically, we have used the ‘‘MGS dust scenario’’ for our standard sim-
ulation which serves as a baseline for comparison. It is a widely
used dust scenario designed to represent a ‘‘typical’’ Mars year
without the influence of any major dust storms. Moreover, it has
been used in many previous studies with MarsWRF at a similar
model resolution with overall satisfactory results (Richardson
et al., 2007; Guo et al., 2009; Lee et al., 2009). Note that the results
for other dust scenarios may differ from those for the ‘‘MGS dust
scenario’’.

Our main test simulations employ three T = 2.2 sol eastward
traveling dust blobs at northern mid/high latitudes during the fall
and winter in addition to the ‘‘MGS dust scenario’’. The prescribed
traveling dust blobs are meant to crudely represent at least a com-
ponent of the dust distribution associated with the observed trav-
eling dust storms in the vicinity of the polar vortex. The MOC and
TES observations suggest that the curvilinear traveling dust storms
are nicely correlated with the m = 3 traveling waves. Previous
numerical studies suggest that dust can be arranged by the circu-
lation to the corresponding traveling wave form (Wang et al.,
2003, 2011; Basu et al., 2006). It should be noted that a MDGM
usually shows only one or two traveling dust storms at the north-
ern mid/high latitudes. However, since a MDGM is composed of 13
images taken from Sun-synchrous orbit during a sol, it is not an
instantaneous camera shot. The possibility of three traveling dust
storms cannot be ruled out.

The three traveling dust blobs introduce m = 3 Fourier mode in
the dust distribution. Other zonal wave modes also exist due to the
half-sine wave prescription, but their amplitudes are smaller. As
the model simulates net heating when a dust blob is in the sunlight
and cooling when it is in the dark (not shown), the wave spectra of
the net radiative forcing due to the prescribed dust distribution are
more complicated. We notice increased Fourier power at the zonal
wavenumber and wave period of the prescribed dust storms, as
well as large increase in various tidal modes in the net radiative
forcing. This paper investigates only the collective effect due to
the prescribed dust distribution. The effect due to different compo-
nent of the radiative forcing requires further study.

We have prescribed traveling dust blobs throughout the north-
ern fall and winter instead of just for the pre- and post-solstice
periods when the observations show strong m = 3 traveling waves
and active traveling dust storms. This provides us an opportunity
to test the effect of this specific dust perturbation for the solstice
period as well, had it existed. It does not mean to imply that trav-
eling dust storms exist throughout the whole period.

The major traveling wave modes simulated by the standard
simulation generally agree with those derived from the observa-
tions (Barnes, 1980; Banfield et al., 2004; Hinson, 2006) and simu-
lated by other models (Barnes et al., 1993; Basu et al., 2006; Wilson
et al., 2006). Similar to previous GCM studies (Basu et al., 2006;
Wang et al., 2003; Wilson et al., 2006; Read et al., 2011; Wilson,
2011), our standard simulation also captures the observed seasonal
pattern of stronger transient eddy temperature variations near the
surface at northern mid and high latitudes before and after the
winter solstice. The simulated meridional wind and eddy kinetic
energy within the first scale height also exhibit this seasonality,
but not the normalized surface pressure. The simulated m = 1 trav-
eling waves have a large contribution to the surface pressure and a
small contribution to the near surface meridional wind. The rela-
tive importance of the m = 3 traveling waves is greater in the near
surface meridional wind than in the temperature. Using the GFDL
Mars GCM, Basu et al. (2006) also found that the signature of
m = 3 traveling waves was stronger in meridional wind than in
temperature.

The simulated eastward propagating 1.4 < T < 10 sol m = 3
waves are confined near the surface in terms of the temperature
perturbation, EP flux and eddy available potential energy, but ex-
tend to higher altitudes in terms of the wind perturbations and
eddy kinetic energy. This indicates a wave structure that is highly
baroclinic near the surface and more barotropic above. Such a
wave structure was previously simulated by Barnes et al. (1993)
and is consistent with the MGS TES and Radio Science observations
(Banfield et al., 2004; Hinson, 2006).

The simulated m = 3 traveling waves in the standard simulation
are weaker than those observed. This result is obtained with the
‘‘MGS dust scenario’’ under a specific model setup. It does not
mean to represent a general issue of the GCM. In this paper, we
simply use the standard simulation as a reference to test if addi-
tional traveling dust blobs can enhance the simulated m = 3 travel-
ing waves under the ‘‘MGS dust scenario’’ background. If true, then
it implies that, at least under certain conditions, a positive feed-
back between the m = 3 traveling waves and the traveling dust
storms is possible.

This study shows that the prescribed traveling dust blobs can
enhance the simulated m = 3 traveling waves within the region
and period where and when the observations show active traveling
dust storms and strong m = 3 traveling waves. The presence of
additional dust at northern mid/high latitudes (even without the
m = 3 form) appears to be able to enhance the simulated m = 3
traveling waves over those in the standard simulation through
changes in the zonal mean flow, especially for the pre-solstice per-
iod. The stronger m = 3 traveling waves in the test simulations cor-
respond to a zonal mean structure that is characterized by more
vertically oriented isotherms and a less pronounced near surface
inversion at the northern mid/high latitudes during the relevant
time periods. Such a zonal mean structure corresponds to a larger
domain averaged baroclinic parameter in general, but the detailed
relationship depends on how the baroclinic parameter is calcu-
lated. We have noticed that change in the zonal mean thermal
structure is not the only factor. For dust blobs with large latitudinal
extent, sufficient m = 3 radiative forcing due to traveling dust blobs
also appears to be important, especially for the post-solstice
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period. During the solstice period, the prescribed traveling dust
blobs do not affect the simulated m = 3 traveling waves.

Comparing the results between Test 1 and Test 3, we find that
the simulated m = 3 traveling waves are even stronger when dust
blobs are concentrated near the surface. Comparing the results
for dust blobs at different latitudes, we find that the 45–75�N band
in the vicinity of the polar vortex is the most effective in terms of
enhancing the simulated m = 3 traveling waves. We also find that a
single traveling dust storm does not lead to enhancement of m = 3
traveling waves in the simulation, as it hardly influences the zonal
mean thermal structure and leads to very little m = 3 radiative
forcing.

The simulations in this study are useful for assessing the sensi-
tivity of the major wave modes to perturbations in dust distribu-
tion. Based on our results, we suggest a possible positive
feedback between coordinated traveling dust storms and m = 3
traveling waves when conditions are favorable. Further study is
needed to better understand the conditions favorable for the
m = 3 traveling waves. It should alto be recognized that we are
not attempting to generate a completely realistic martian atmo-
sphere on the basis of the prescribed dust distribution. It is clear
that dust is a dynamic, interactive component of the martian atmo-
sphere and that the complete effects of dust forcing require study
using interactive dust (e.g. Newman et al., 2002; Basu et al., 2006;
Kahre et al., 2006). We intend and hope that the results of the sim-
plified simulations described in this paper will aid in the interpre-
tation of the more complex, interactive dust simulations we
envision for future work.

In this paper, we have investigated the effect of traveling dust
storms on the traveling waves using MarsWRF. However, as shown
in Fig. 1, there are abundant polar hood clouds as well as dust dur-
ing the northern fall and winter. Using the MRO MCS data, Benson
et al. (2011) showed that the north polar hood extended to the pole
below about 40 km. These clouds may have important effect on the
circulation, substantially increasing the strength of the baroclinic
waves near the surface (Hollingsworth et al., 2011; Read et al.,
2011; Wilson et al., 2007, 2011; Kahre et al., 2012). A useful next
step would be to examine the influence of these clouds on the
m = 3 traveling waves using idealized cloud forcing and to test
their influence in isolation from and as an augmentation to the
dust perturbations described here. Obviously, fully coupled inter-
active dust and ice simulations will be needed to completely sim-
ulate the processes in the system, probably best exploited with the
use of data assimilation.
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